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Abstract: File synchronization is the act of guaranteeing that two or more sites have identical and 

current files. Efficient file management between local and cloud storage systems is crucial. 

Nevertheless, the process of file synchronization might be arduous as a result of many 

circumstances, including network latency, bandwidth restrictions, file conflicts, and user 

preferences. This work presents a complete file synchronization method capable of managing local 

and cloud files effortlessly, accommodating various circumstances and requirements, and resolving 

conflicts. The algorithm comprises four components: a file system monitor, a file transfer manager, 

a file conflict detector, and a file conflict resolver. We assess the performance and efficacy of our 

algorithm by employing several criteria, including synchronization time, data transfer, and user 

satisfaction. We conduct a comparative analysis of our technique against current file 

synchronization solutions, highlighting its benefits and drawbacks. We also deliberated on the 

prospective avenues and obstacles of file synchronization research. 
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I. INTRODUCTION 

Transferring digital files across a network is a prevalent use of networking technology. Files can be 

shared in three ways: a) between users and machines, such as when a file is downloaded from or 

uploaded to a server, b) between machines, such as in automated backups, and c) between different 

users, either through machines by uploading the file to a server and allowing the other party to 

download it, or directly using peer-to-peer (P2P) file sharing services. Currently, it is a widespread 

practice for users to transfer files between their devices that are connected through a network by 

utilizing synchronization services like Dropbox [1] or Google Drive [2].  

Typically, this is achieved by enabling users to transfer their files from one device to centralized 

servers, and permitting other devices owned by the same user to retrieve them from those servers. It 

should be noted that users also have the choice to share their files with others or make them 

accessible to the public. Peer-to-peer (P2P) synchronization systems utilize a method of dividing files 

into smaller segments, known as chunks or pieces, which are subsequently duplicated on a specific 

group of peers. A cloud-based synchronization system, which is also a cloud-based storage service, is 

utilized to store the data of users in a central server that is owned and managed by a certain entity, 

such as a business or a small corporation. Users transfer their files to this server from one device and 

retrieve them on another device, or on the same device if the user misplaces the original file. 
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Additionally, users have the capability to distribute their files to others. Furthermore, depending on 

the specific service offered, a cloud-based synchronization service can be expanded to offer a 

collaborative platform for users. These services are offered on several platforms, utilizing both web 

and native application development technologies for their user interface. Some of these providers 

offer desktop programs that function as virtual drives attached to the computer, enabling a smooth 

and integrated experience with the cloud storage service.  

Typically, these services have a freemium business model, where users are provided with a 

predetermined amount of initial storage at no cost, along with a restricted set of capabilities. 

However, customers have the option to upgrade to a higher-tier plan that offers more storage capacity 

and more features. For a comprehensive analysis of the leading cloud storage and synchronization 

providers, go to [8]. This paradigm greatly enhances the accessibility and convenience of cloud services 

for users. 

 

A. Objectives 

• To ensure that changes made to files are synchronized across all devices in real-time or near real-

time, minimizing delays in accessing the latest version of a file. 

• To implement mechanisms to detect that arise when the same file is edited on multiple devices 

simultaneously, ensuring that data integrity is maintained. 

• To optimize the synchronization process, minimizing the amount of data transferred and reducing 

synchronization times. 

• To access previous versions of files and open them if needed. 

• To scale efficiently as the number of users and the time of conflict. 

 

B. Challenges of file Synchronization 

Enterprises often have security problems when their staff utilize consumer-grade applications to 

access business files, resulting in the need for file syncing. Furthermore, these apps can harbor 

vulnerabilities that malicious actors can exploit to compromise both the file and the organization, in 

addition to giving rise to "shadow IT." Another issue that arises with file syncing is the lack of 

centralized control. Remote and hybrid teams frequently transfer corporate files to their personal 

devices, particularly when the company has implemented a "bring your own device" policy. If 

members of these teams depart from the organization, the files will remain accessible on their devices. 

The organization lacks the ability to manage the files on the ex-employee's device, much alone erase 

them in order to safeguard enterprise data.  

Unintentional movements and deletions pose an additional barrier when it comes to file 

synchronization. In order to address these problems, it is crucial to utilize file synchronization software 

that allows for file retrieval. The program should also offer features such as detailed permissions, 

notifications, and audit logs to enable managers to effectively manage files and prevent unintentional 

file movements and deletions. 
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II. LITERATURE SURVEY 

Csirmaz et. al. states that synchronizing diverged copies of some data stored on a variety of devices 

and/or at different locations is an ubiquitous task. The last two decades saw a proliferation of practical 

and theoretical works addressing this problem. File synchronization is a feature usually included with 

backup software in order to make is easier to manage and recover data as and when required. File 

synchronization usually delivered through cloud services. Dedicated file synchronizing solutions 

frequently come with additional tools not just for managing the saved data, but also to allow for file 

sharing and collaboration with stored files and documents.  

These cloud storage services are easily accessible for the end-user because the service front-ends are 

very well integrated into web clients as well as desktop and mobile environments. Simple user 

interfaces hide the complex and sophisticated service back-ends. Collaboration services are frequently 

integrated into the “cloud storage” environment. For example, Google Docs is an application layer 

integrated into Google Drive storage, Office 365 is integrated with One Drive storage and Dropbox 

Paper service is an extension of  [1] 

 

Dürsch et. al. states that an application that enable digitally conducting QDA are grouped as Computer 

assisted qualitative data analysis software. One representative of Computer assisted qualitative data 

analysis software (CAQDAS) is called QDAcity1. QDAcity is a cloud-based web application, developed 

and operated by the Professorship for Open Source Software at the Friedrich-Alexander-Universität 

Erlangen- Nürnberg. QDAcity provides an environment for multiple analysts or researchers to 

collaboratively conduct QDA. Since QDA deals with big amounts of fuzzy and subjective data, enabling 

researchers to share and discuss different interpretations, ideas, and conclusions can be very 

beneficial for the process of QDA.  

The approach of enhancing a process by promoting close collaboration and "shrinking the feedback 

loop" can also be found in other fields. Agile approaches of software development like Extreme 

Programming (Beck, 2000) serve as examples of this. However, currently QDAcity only allows the 

simultaneous collaboration of multiple researchers in a shared project, but not on a more granular 

level in a shared document. Real-time collaborative editing of a shared document is a classic form of 

digitally enabled, close collaboration. [2] 

 

Martins et. al. states that in recent years the cloud has become ubiquitous. Many apps and services 

with users spread across the world resort to these solutions. Cloud applications with global scale user 

base like social media tend to resort to distributed databases that prioritize lower latency over strong 

consistency. Such solutions don’t require coordination which would require reads and writes to 

contact a majority of replicas in a communication process that can cross continents, penalizing 

performance. This kind of of applications along with the database replicas usually run in multiple 

datacenters. Instances are usually geo-replicated to accommodate users from different parts of the 

globe with fast response time.  

When the amount of replicas grows it also becomes important to partition data in a way that doesn’t 

break the fault tolerance guarantees of replication, since having every piece of data in every replica of 
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the database might not be necessary and can definitely become very expensive. In such a setting it is 

not enough to have database replicas close to the users. The coordination between replicas 

performing reads and writes also needs to be minimized in order to achieve the desired low latency. 

Consider that you have a local server close to a client. In order for a client database operation to 

complete, it would need to contact a majority of database instances. This would completely break the 

desired low latency. For this reason weak consistency models have been rising in popularity recently. 

[3] 

 

III. PROPOSED SYSTEM 

A. Proposed System 

• File Synchronization Algorithm 

File comparison algorithms are used to determine the differences between two files. There are 

several approaches to file comparison, each with its own advantages and disadvantages. Here 

are a few common algorithms: 

Step 1: Byte-by-byte Comparison: This is the simplest form of comparison where each byte 

of the files is compared. It's fast but doesn't provide detailed information about the 

differences. 

Step 2: Line-by-line Comparison: This approach compares files line by line, which is useful 

for text files. It can highlight added or removed lines but may not detect changes within lines. 

Step 3: Token-based Comparison: This method breaks the files into tokens (words, phrases, 

etc.) and compares them. It's more flexible than line-by-line comparison but requires 

tokenization logic. 

Step 4: Tree-based Comparison: For structured data like XML or JSON, a tree-based 

approach can be used. It compares the structure and content of the trees, highlighting 

differences at different levels of granularity. 

Step 5: Hybrid Approaches: Some tools use a combination of these algorithms to balance 

speed and accuracy based on the type of files being compared. 

 

B.  Working of Checksums 

Checksums are widely used in file synchronization and conflict resolution to ensure the integrity of 

files and detect differences. Here's how checksums can be used: 

• Generating Checksums:  

Each file is assigned a checksum, which is a unique identifier calculated based on the file's 

content. Common checksum algorithms include MD5, SHA-1, and SHA-256. 

• Comparing Checksums: When synchronizing files, checksums are compared to determine if the 

files are identical. If the checksums match, the files are considered identical. If the checksums 

differ, it indicates that the files have different contents. 

• Conflict Resolution: In case of conflicting changes, checksums can help identify the source of the 

conflict. For example, if two users modify the same file, their changes can be compared using 

checksums to determine the extent of the differences. 
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• Checksum Verification: Checksums can also be used to verify the integrity of files during 

synchronization. By recalculating the checksum of a file after transfer, it can be compared to the 

original checksum to ensure that the file was not corrupted during transmission. 

• Efficiency: Checksums are efficient for detecting changes in large files because they provide a 

fixed-size representation of the file's content. This makes it easier to compare checksums than to 

compare the entire contents of large files. 

While checksums are useful for detecting differences in files, they do have limitations. For example, 

checksum collisions (different files having the same checksum) are possible, although rare with 

modern algorithms. Additionally, checksums do not provide information on the specific changes that 

occurred in a file, only that the file contents are different. Checksum is the error detection method 

used by upper layer protocols and is considered to be more reliable than LRC, VRC and CRC. This 

method makes the use of Checksum Generator on Sender side and Checksum Checker on Receiver 

side.  

 

C. Flowchart 

 

 
Figure 1: Flowchart of the Key Agreement Protocol Mechanism 
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Step 1: Creation of file by selecting the location either in cloud or local 

Step 2: Storing the file created in local or cloud system 

Step 3: During retrieval comparison algorithm with MD5 that implemented to check the difference 

Step 4: If difference occurs the file was conflicted 

Step 5: System ask the permission to open the file even though it is conflicted 

Step 6: The change in file reflects the conflict or change in in its content. 

 

D. Libraries Used 

• OS Module 

In our proposed system we are working with file on local system so this module is important for 

us to implement the directory functionality of the file system. The OS module in Python provides 

functions for interacting with the operating system. OS comes under Python’s standard utility 

modules. This module provides a portable way of using operating system-dependent 

functionality. The *os* and *os.path* modules include many functions to interact with the file 

system. 

• Boto3 

Boto3 is the Amazon Web Services (AWS) SDK for Python, which allows Python developers to 

interact seamlessly with AWS services like Amazon S3 and Amazon EC2. Boto3 simplifies the way 

you interact with AWS, offering a Pythonic programming approach to managing cloud resources.  

• Time 

As the name suggests Python time module allows to work with time in Python. It allows 

functionality like getting the current time, pausing the Program from executing, etc. So before 

starting with this module, we need to import it. The time module comes with Python’s standard 

utility module, so there is no need to install it externally. In our system we make the use of 

timestamp functionality to provide the time in which the uploaded file was alter or open. 

• Json 

Python JSON JavaScript Object Notation is a format for structuring data. It is mainly used for 

storing and transferring data between the browser and the server. Python too supports JSON 

with a built-in package called JSON. This package provides all the necessary tools for working with 

JSON Objects including parsing, serializing, deserializing, and many more.  

• Hashlib 

A Cryptographic hash function is a function that takes in input data and produces a statistically 

unique output, which is unique to that particular set of data. The hash is a fixed-length byte 

stream used to ensure the integrity of the data. In this article, you will learn to use the hashlib 

module to obtain the hash of a file in Python. The hashlib module is a built-in module that comes 

by default with Python’s standard library so there is no need to install it manually. The hashlib 

module implements a common interface for many secure cryptographic hash and message digest 

algorithms. There is one constructor method named for each type of hash. All return a hash object 

with the same simple interface. Constructors for hash algorithms are always present in this 

module.  
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E. MD5 Hash 

In real life scenario, hash functions are used heavily in cryptographic algorithms, in digital 

signatures, fingerprints, to store password and many more areas. As a python programmer, we 

need hash functions to check the duplicity of data or files, to check data integrity when you 

transmit data over a public network, storing the password in a database etc. In our project we 

make the use of hash function accepts sequence of bytes and returns 128-bit hash value, usually 

used to check data integrity but has security issues. 

 

IV. RESULT AND CONCLUSION 

  

 
Figure 2: Creating in FIle and Setting the Location According to Selection as Local or Cloud 

 

 

 
Figure 3: Opening a File to Check the Conflict from Local Storage 
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Figure 4: Opening a File to Check the Conflict From Cloud Storage 

 

 

 
Figure  5: File Detected Conflict with Cloud Storage and Seeking Permission to Open the Conflicted 

File or Not 

 

V. CONCLUSION 

Among all file synchronization methods, the MD5 from checksum method is most effective for files 

that have a high degree of similarity. De-duplication is more effective for files that are similar in nature. 

Selecting an optimal chunk size can result in the highest possible number of chunks. The likelihood of 

obtaining the highest number of identical chunks is contingent upon the size of the pieces. 

Determining the optimal chunk size is a challenge in itself and is dependent on the specific file types 

being used for synchronization. The proposed method partially addresses the problem of file 

synchronization by detecting changes in the content and alerting the user prior to opening it. Another 

challenge is to restore the identical file on the target device by utilizing the same chunk. The chunking 

method is effective for all types of file synchronization techniques. In addition to alternative file 

synchronization mechanisms. 
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